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Q1) What is the best case for linear search?

a) O(nlogn)

b) O(logn)

c) O(n)

d) O (1)



Q1) What is the best case for linear search?

a) O(nlogn)

b) O(logn)

c) O(n)

d) O (1)

Answer: d

Explanation: Best case, means the element is 

at the head of the array, hence O (1).



Q2) What is the worst case for linear search?

a) O(nlogn)

b) O(logn)

c) O(n)

d) O (1)



Q2) What is the worst case for linear search?

a) O(nlogn)

b) O(logn)

c) O(n)

d) O (1)

Answer: c

Explanation: Worst case means, when the desired 

element is at the tail of the array or not present at all, in 

this case you have to traverse till the end of the array, 

hence the complexity is O(n).



Q3) What is the best case and worst-case complexity of 

ordered linear search?

a) O(nlogn), O(logn)

b) O(logn), O(nlogn)

c) O(n), O(1)

d) O (1), O(n)



Q3) What is the best case and worst-case complexity of ordered 

linear search?

a) O(nlogn), O(logn)

b) O(logn), O(nlogn)

c) O(n), O(1)

d) O (1), O(n)

Answer: d

Explanation: Although ordered linear search is better than 

unordered when the element is not present in the array, the best and 

worst cases still remain the same, with the key element being found 

at first position or at last position.



Q4) Which of the following is a disadvantage of linear 
search?

a) Requires more space
b) Greater time complexities compared to other searching 
algorithms
c) Not easy to understand
d) Not easy to implement



Q4) Which of the following is a disadvantage of linear 
search?
a) Requires more space
b) Greater time complexities compared to other searching 
algorithms
c) Not easy to understand
d) Not easy to implement

Answer: b

Explanation: The complexity of linear search as the name 

suggests is O(n) which is much greater than other 

searching techniques like binary search(O(logn)). Linear 

search is easy to implement and understand than other 

searching techniques.



Q5) What is the recurrence relation for the linear search 

recursive algorithm?

a) T(n-2) +c

b) 2T(n-1) +c

c) T(n-1) +c

d) T(n+1) +c



Q5) What is the recurrence relation for the linear search 

recursive algorithm?

a) T(n-2) +c

b) 2T(n-1) +c

c) T(n-1) +c

d) T(n+1) +c

Answer: c

Explanation: After each call in the recursive algorithm, the 

size of n is reduced by 1. Therefore, the optimal solution is 

T(n-1) +c.



Q6) What is the worst-case complexity of binary search 

using recursion?

a) O(nlogn)

b) O(logn)

c) O(n)

d) O(n2)



Q6) What is the worst-case complexity of binary search 

using recursion?

a) O(nlogn)

b) O(logn)

c) O(n)

d) O(n2)

Answer: b

Explanation: Using the divide and conquer master 

theorem.

Same in Average Case



Q7) What is the recurrence relation for the binary search recursive 

algorithm? (ISRO-2017)

a) 2T (n / 2) + c

b) T (n / 2) + c

c) T (n / 2) + log n

d) T (n / 2) + n



Q7) What is the recurrence relation for the binary search recursive 

algorithm? (ISRO-2017)

a) 2T (n / 2) + c

b) T (n / 2) + c

c) T (n / 2) + log n

d) T (n / 2) + n



Q8) Binary Search can be categorized into which of the 

following?

a) Brute Force technique

b) Divide and conquer

c) Greedy algorithm

d) Dynamic programming



Q8) Binary Search can be categorized into which of the 

following?

a) Brute Force technique

b) Divide and conquer

c) Greedy algorithm

d) Dynamic programming

Answer: b

Explanation: Since ‘mid’ is calculated for every iteration 

or recursion, we are diving the array into half and then try 

to solve the problem.
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Q9)Which of the following is correct recurrence for worst case of 
Binary Search?

1. T(n) = 2T(n/2) + O(1) and T(1) = T(0) = O(1)

2. T(n) = T(n-1) + O(1) and T(1) = T(0) = O(1)

3. T(n) = T(n/2) + O(1) and T(1) = T(0) = O(1)

4. T(n) = T(n-2) + O(1) and T(1) = T(0) = O(1)



Q9)Which of the following is correct recurrence for worst case of 
Binary Search?

1. T(n) = 2T(n/2) + O(1) and T(1) = T(0) = O(1)

2. T(n) = T(n-1) + O(1) and T(1) = T(0) = O(1)

3. T(n) = T(n/2) + O(1) and T(1) = T(0) = O(1)

4. T(n) = T(n-2) + O(1) and T(1) = T(0) = O(1)



Q10) The average number of key comparisons done in 
a successful sequential search in a list of length it is 
…..(GATE CS 1996 / ISRO CS 2016)

1. log n

2. (n-1)/2

3. n/2

4. (n+1)/2



Q10) The average number of key comparisons done in 
a successful sequential search in a list of length it is 
….. (GATE CS 1996 / ISRO CS 2016)

1. log n

2. (n-1)/2

3. n/2

4. (n+1)/2

If element is at 1 position then it requires 1 

comparison. If element is at 2 position then it 

requires 2 comparison. If element is at 3 

position then it requires 3 comparison. Similarly 

, If element is at n position then it requires n 

comparison.

Total comparison = n(n+1)/2 

For average comparison = (n(n+1)/2) / n 

= (n+1)/2 



Q11) The average case occurs in the Linear Search 
Algorithm when:

1. The item to be searched is in some where middle of 
the Array

2. The item to be searched is not in the array

3. The item to be searched is in the last of the array

4. The item to be searched is either in the last or not in 
the array



Q11) The average case occurs in the Linear Search Algorithm 
when:

1. The item to be searched is in some where middle of the 
Array

2. The item to be searched is not in the array – worst case

3. The item to be searched is in the last of the array – worst 
case

4. The item to be searched is either in the last or not in the 
array



Q12) Number of comparisons required for an unsuccessful search of an 
element in a sequential search, organized, fixed length, symbol table of 
length L is (ISRO CS 2011)

1. L

2. L/2

3. (L+1)/2

4. 2L



Q12) Number of comparisons required for an unsuccessful search of an 
element in a sequential search, organized, fixed length, symbol table of 
length L is (ISRO CS 2011)

1. L

2. L/2

3. (L+1)/2

4. 2L



Q13) The time taken by binary search algorithm to search 
a key in a sorted array of n elements is ..(ISRO 2007)

1. O ( log2n )

2. O ( n )

3. O ( n log2n )

4. O ( n2)



Q13) The time taken by binary search algorithm to search 
a key in a sorted array of n elements is ..(ISRO 2007)

1. O ( log2n )

2. O ( n )

3. O ( n log2n )

4. O ( n2)



Q14) Suppose there are 11 items in sorted order in an array. How many 
searches are required on the average, if binary search is employed and 
all searches are successful in finding the item? (ISRO CS 2014)

1. 3.00

2. 3.46

3. 2.81

4. 3.33



Q14) Suppose there are 11 items in sorted order in an array. How many 
searches are required on the average, if binary search is employed and 
all searches are successful in finding the item? (ISRO CS 2014)

1. 3.00

2. 3.46

3. 2.81

4. 3.33

Total number of caparisons 

required = 1*1 + 2*2 + 4*3 + 4*4 = 

33 Average comparisons required 

for 11 items = 33/11 = 3



Q15) Is there any difference in the speed of execution 

between linear search(recursive) vs linear search(iterative)?

a) Both execute at same speed

b) Linear search(recursive) is faster

c) Linear search (Iterative) is faster

d) Can’t be said



Q15) Is there any difference in the speed of execution between linear 

search(recursive) vs linear search(iterative)?

a) Both execute at same speed

b) Linear search(recursive) is faster

c) Linear search (Iterative) is faster

d) Can’t be said

Answer: c

Explanation: The Iterative algorithm is faster than the latter as recursive 

algorithm has overheads like calling function and registering stacks 

repeatedly.
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Algorithm Best Time Average Worst Space 
Complexity

Linear 
Search

O(1) O(n) O(n) O(1)

Binary 
Search

O(1) O(log n) O(log n) O(1)

LMN
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