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Q1) What is the best case for linear search? — l
a) O(nlogn)
b) O(logn)
c) O(n)

d) O (1)



E|Combinecs Y
Econ I @

Q1) What is the best case for linear search?

a) O(nlogn) > ALY
b) O(logn) M Mo - ey
c) O(n)

dO(1)e¢

Answer:d ™~
Explanation: Best case, means the element Is

at the head of the array, hence O (1).
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Q2) What Is the worst case for linear search?

a) O(nlogn)
b) O(logn)
c) O(n)

d) O (1)
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Q2) What is the(worst }:ase for Ilnear search? Ay L@@o_.gum

?
Joom e ey
= fre - 2 °
c) O(n) .. = 1o Qp%&@‘mrﬁjfpuﬂcp/‘*

=
Answer:c Y Woagr > et | por | PWusge —
Explapation: Worst case means, when the desired
element Is at the taiﬁ)f the array or not preéent at all, in
this case you have to traverse till the end of the array,
hence the complexity is O(n) _—
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Q3) What is the best case and worst-case complexity of
ordered linear search?

e

a) O(nlogn), O(logn)
b) O(logn), O(nlogn)
c) O(n), O(1)
d) O (1), O(n)
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Q3) What Is the best case and worst-case complexity of ordered

linear search? e cmcw&&ovg = 138 C
™) O(nlogn), O(logn) T Yoo’

B O(logn), O(nlogn) “ e ?tu SR
5y O(n), O(1)

d) 91), O(n)

Answer:d

Explanation: Although ordered linear search is better than
unordered when the element is not present in the array, the best and
worst cases still remain the same, with the key element being found
at first position or at last position.
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Q4) Which of the following is a disadvantage of linear MAM
search? — (ot Ceorecln? “?
a) Requires more space SNV
b) Greater time complexities compared to other searching NG
algorithms ) |

c) Not easy to understand
d) Not easy to implement
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Q4) Which of the following is a dlsadvantage of linear 2 0= ij
search? = il

a) Requires more space |3+ AT
b) Greater time complexities compared to other searching

algorithms V4

c) Not easy to understand

d) Not easy to implement goay

Answer: b

Explanation: The complexity of linear search as the name
suggests I1s O(n) which i1s much greater than other
searching techniques like binary search(O(logn)). Linear
search iIs easy to iImplement and understand than other
searching techniques. 4
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Q5) What Is the recurrence relation for the linear search A5t
recursive algorithm? —

a) T(n-2) +c
b) 2T(n-1) +c
c) T(n-1) +c
d) T(n+1) +c
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Q5) What Is the recurrence relation for the linear search
recursive algorithm? g Oade
a) T(n-2) +c -
b) 2T(n-1) +c
_e)T(n-1)+c
d) T(n+1) +c

Answer: c

Explanation: After each call in the recursive algorithm, the
size of n Is reduced by 1. Therefore, the optimal solution is
T(n- 1) +C.
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Q6) What is the worst-case complexity of binary search -
using recursion? T ,@ Lhoue

- e
a) O(nlogn)
b) O(logn)
c) O(n)

d) O(n?)
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Q6) What Is the worst-case complexity of binary search

using recursion? T \/J
a) O(nlogn) » g L A

b) O(logn) ~c Xagre
1o

d) O(n?)

Answer: b

Explanation: Using the divide and conquer master
theorem.
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Q7) What is the recurrence relation for the binaryecursive
3

algorithm? (ISRO-2017) \ (

o lngn) 2 g - hoap= OV (OW)
a) 2T (n/2)+c Q@(\g
b) T (n/2) +c hala
c) T(n/2)+logn

d)T((n/2)+n
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Q7) What Is the recurrence relation for the binary search recursive

algorithm? (ISRO-2017) =
o

a) 2T (n/2)+c

b)T(n/2)+@ o

C)T(n/2)+loin
d)T(n/2)+n
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Q8) Binary Search can be categorized into which of the "”? o
following? < L —
- Q) >0

SN = ngm«q
) Brute Force technigue 3 o
a) Brute Force technique I
b) Divide and conquer © i N\~

c) Greedy algorithm Qe
d) Dynamic programming
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Q8) Binary Search can be categorized into which of the
following?

a) Brute Force technique

b) Divide and conquer

c) Greedy algorithm

d) Dynamic programming

Answer: b
Explanation: Since m1d’ j,s calculated for every iteration
or recursion, we are dlvm “{(he array into half and then try

to solve the problem. =~ -
-
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Q9)Which of the following Is correct recurrence for worst case of
Blnary Search? Cué@, -

ot
T(n) =2T(n/2) + O(1) and T(1) = T(0) = O(1)
T(n)=T(n-1) + O(1) and T(1) =T(0) = O(1)
T(n) =T(n/2) + O(1) and T(1) =T(0) = O(1)
T(n)=T(n-2) + O(1) and T(1) =T(0) = O(1)

B~ WD e
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Q9)Which of the following Is correct recurrence for worst case of
Binar; Search? hook Worst W

\/W\wgb% o o ol M) —g\j\@d ") _1
1. T(n) =2T(n/2) + O(1) and T(1) = T(0) = O(1) B o 3
2. T(n)=T(n-1) + O(1) and T(1) = T(0) = O(1) T
_3 T(n)=T(n/2) + O(1) and T(1) = T(0) = O(1)
4. T(n) =T(n-2) + O(1) and T(1) = T(0) = O(1)
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Q10) The average number of key comparisons done in ) +ee g
a successful sequential search in a list of Iength It IS 2o heurt@
...(GATE CS 1996 / ISRO CS 2016) 2) d

. Iogn
2. (n-1)/2
3. n/2
4. (n+1)/2
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Q10) The averje number of key comparisons done in
a successful sequenthﬁamh in a list of length it is ‘«y

e

.. (GATE CS 1996/ ISRO CS 2016) 98,00, “Zoner " eagt - OL)

Lol
1. logn If element is at 1 position then it requires 1
5 (n-l) 12 comparison. If aement IS at 2 _p:05|_t|on then it
requires 2 comparison. If element is at 3
3. n/2 position then it requires 3 comparison. Similarly
, If element Is at n position then it requires n
i‘ (n+1){//2 comparison.

Total comparison = n(n+1)/2 »

For average comparison },ﬁ(n+1)/2) @
= (n+1)/2
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Q11) The average C case occurs in the Linear Search

Comblnecs

Algorlthm when:—

1.

Yyt

'_

The 1tem to be searched is in some where middle of

the Array
e item to
ne Item to

ne Item to
the array

D€ SearcC
D€ SealC

D€ SearcC

NeC
NeC

NEC

IS not In the array
IS In the last of the array
IS elther 1n the last or not In

= #

r
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Q11) The average case occurs in the Linear Search Algorithm
when: \ Qe @R S Bamed Higr (wday

1. The item to be searched IS In some where middle of the

Array <\
2. The item to be searched i@in the array — worst caseh\

Om—

3. The item to be searched is in the(last of the array — worst
case T

4. The item to be searched is either in the last or not in the\&
array work Cyp.
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Q12) Numb/r of comparisons required for an unsuccessful search of an %—*— N ,
element in a sequential search, organized, fixed Iength symbol table of
Iength L is (ISRO CS 2011) 0

N )‘/{:_O’Q’ gfhdvv&oue

1. L
2. L/2
3. (L+1)/2
4, 2L
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Q12) Number of comparisons required for a@successful\search of an
elementin a }sequenﬂa[ search, org/fqm)iozed, fixed length, symbol table of

Iengt[\_/_l__ is (ISRO CS2011) £ —  endully
RS oo Cale O(“l

1L~ ) s

2. L/2

3. (L+1)/2

4, 2L
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Q13) The time taken by binary search algorithm to search
a key in a sorted array of n'elementsis ..(ISRO 2007)

&
1. O (log,n) o o
2. O(n) YESRCEE
3. O(nlog,n)
4. 0(ny)
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Q13) The time taken b/-search algorithm to search
a key In a sorted array of n elements is ..(ISRO 2007)

/

\p Lest | WOowsh, Pvonape
% O (log;n )wy - .
2. 0(n) SONA T tfﬁ?—‘;@?
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Q14) §uppose there are 11 items in sorted order in an array. How many
searches are required on the average, if bm__y search Is employed and
all searches are successful in finding the item? (ISRO CS 2014) - _ S%A(MLQ

—_——-

Q\S\)S\Wﬂ — tafe 8RO
3.00 P Jscr\e:?‘

3.46
2.81
3.33

B w e
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Q14) Suppose there ar 11 tems In sorted order In an array, How many
searches are required on 6@% if binary search is employed and Q
Indi

all searches are successful In the item? (ISRO CS 2014) M-
/L 3.00 (18 ) M;"%l/ . esr(&mimf%“&3
2. 3.46 T Inglemaly SRR S
L el 2 H \ewel -—3@
3. 281 ot 44\ vl SR
W‘Q 6 7> ? O
4. 3.33
37 % b = Jl 4 (3
Total number of caparisons
required = 1*Or 2°Qx 4*Q+ 4*4  1=d _33,: 2
33 Average comparisons required ¥ H
for 11 items = 33/11=3 3 x4

9 *g
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Q15) Is there any difference in the speed of execution Teptc FAY

between linear search(recursive) vs lingar search(iterative)?

a) B_oth execute at same spe_ed NN "y .

b) Linear search(recursive) Is faster 2 M\QWQA\&, (W
c) Linear search (lterative) is faster =~ 0 Ve rdone

d) Can’t be said Recuts 1l

ddhoy p
Pruguat
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Q15) Is there any difference in the speed of execution between linear |

search(recursive) vs linear search(iferative)? madY v Teblg
o ngctCQ> S 1

“gyBoth execute at same speed  glouP woke( ) M (N
_hyLinear search(recursive) is faster . » Vot
gyLinear search (lterative) ig O 3 -

S
Answer: ¢

Explanation: The Iterative algorithm is faster than the latter as recursive

algorithm has overheads like calling function and registering stacks
repeatedly. - S —

—
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Algorithm Best Time Average Worst Space
Complexity
. Linear | O(1) O(n) O(n) | Oo(1) |
Search ﬁcuwQ
\/ Binary O(1) / O(log n) O(log n) 0O(1)
Search (N "
- Mt % DAHC PO
\k;w( & o */X—QA Cr@‘Q/\
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Algorithm Best Time Complexity | Average Time Complexity | Worst Time Complexity | Worst Space Complexity
Linear Search | O(1) Q(n) Q(n) o)
Binary Search | O(1) O(log n) O(log n) 0(1)
Bubble Sort | O(n) Q(n"2) Q(n"2) 0(1) —_—
Selection Sort | O(n*2) Q(n"2) Q(n"2) 0(1)
Insertion Sort | O(n) o(n"2) o(n"2) 0(1)
Merge Sort | O(nlogn) O(nlogn) . O(nlogn) o(n)
Quick Sort | O(nlogn) O(nlogn) D(n%) O(log n)
Heap Sort O(nlogn) O(nlogn) e ‘KC(\\\D {T"ID;H:I Q(n)
Bucket Sort Qin+k) O(n+kK) gw/p{nf‘zj Q(n)
—]
Radix Sort | O(nk) O(nk) z O(nk) O(n+k)
Tim Sort o(n) Q(nlogn) O(nlogn) o(n)
Shell Sort o(n) O((nlog(n))*2) O((nlog(n))*2) 0(1) J

3 susscrise

©



CombineCS Schedule ARE YOU PREPARED?

LIVE MOCK TEST LIVE DATE TIMING
il Sun,11HJULY ©@-3:30 pm >
gw*(d/unq
UGCNET DBMS Sun, 25" July @ 3:30 pm
A~ e ek
ekl
o @Z N Qeb—2000tk -5 Mm&*‘

UPCOMING LIVE SESSIONS LIVE DATE TIMING 121¢
PAPER — 1 (Computer Science) DAILY PMAAL



¥
8

?": s
& ]
d \/ ’
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